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Several algorithms have been proposed for constrained face recognition applications. Among them the
eigenphases algorithm and some variations of it using sub-block processing, appears to be desirable alter-
natives because they achieves high face recognition rate, under controlled conditions. However, their per-
formance degrades when the face images under analysis present variations in the illumination conditions
as well as partial occlusions. To overcome these problems, this paper derives the optimal sub-block size
that allows improving the performance of previously proposed eigenphases algorithms. Theoretical and
computer evaluation results show that, using the optimal block size, the identification performance of the
eigenphases algorithm significantly improves, in comparison with the conventional one, when the face
image presents different illumination conditions and partial occlusions respectively. The optimal sub-
block size also allows achieving a very low false acceptance and false rejection rates, simultaneously,
when performing identity verification tasks, which is not possible to obtain using the conventional
approach; as well as to improve the performance of other sub-block-based eigenphases methods when

rank tests are performed.

© 2012 Elsevier B.V. All rights reserved.

1. Introduction

Face recognition is one of the most widely used biometric rec-
ognition methods because it is the usual way used for most people
to recognize another person. Additionally the data acquisition
method for face recognition is non-intrusive because it consists
only in taking a picture, which can be carried out with or without
cooperation of the person to be recognized. These facts do the face
recognition one of the biometric methods with higher acceptance
among the users [1-3].

The face recognition as well as other biometric systems can be
used for either, identity verification and person identification,
depending on the data set used during the training stage. That is
the reason why it is important to clarify the differences among
these two tasks. In the first case, the system is asked to determine
if the person is who he/she claims to be, while during the identifi-
cation task, the system is asked to determine the person, among a
set of persons whose face characteristics are stored in the database,
that more closely resembles the image under analysis. Thus the
recognition task encompasses both identification and verification
[4,5].

Fig. 1 shows the block diagram of a general face recognition
system, in which during the training stage, firstly the face image
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is obtained. Subsequently in the feature extraction stage a set of
relevant and near invariant features of the face image are extracted
to generate a template of the person under analysis. During the
recognition operation, depending on the required task, slightly dif-
ferent processes are performed. Thus if the system is required to
perform a verification task, besides the face image of the person
under analysis, the identity of the user must be provided, in order
to compare the estimated template of the person under analysis
with the template of the person who he/she claims to be in order
to take a decision; while if the system is required to perform an
identification task, it is necessary to provide the face image of
the person to be identified in order to estimate the template
(live-template) of the person under analysis and compare it with
all stored templates in the database, in order to determine the user
identity.

In any face recognition system, the feature extraction stage
plays a fundamental role because it is responsible for estimating
a set of reduced and almost invariant parameters that allows elim-
inating the influence of variations related to hair style, illumination
changes and partial occlusion; while maximizing the difference be-
tween faces of different people [6-10]. Thus the effectiveness of a
face recognition system strongly depends on the performance of
the algorithm used in the feature extraction stage. Because of that
during the last two decades, several feature extraction algorithms
have been proposed that intend to meet the requirements of pro-
viding a smaller intra-person variability and larger inter-person
variability. Because the effect of an efficient feature extraction
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Fig. 1. General block diagram of face recognition system. (a) Training stage obtains the templates and stores them in the database. (b) Verification task, which determines if
the person is who he/she claims to be. (c) Identification task that determines the identity of the person under analysis among a set of known people.

scheme in the overall performance of any face recognition system,
several schemes have been proposed in the literature. Thus the use
of frequency transformations such as Discrete Cosine Transform
[11-13], Discrete Gabor Transform [14-17], Discrete Wavelet
Transform [18-20] and Haar Transform [21] have been proposed
which provide recognition rates higher than 90%. In addition the
use of Fisherfaces [22,23], eigenfaces which uses the Principal
Component Analysis (PCA) [24,25], and the Eigenphases [26] which
uses the phase component of Fourier spectrum and the PCA have
been also proposed in the literature. All of them, providing reason-
ably high recognition rates under several practical conditions.
Among them the Eigenphases algorithm appears to be an attractive
alternative because it provides better results than other algorithms
[27,28] with a reasonable computational complexity. The Eigen-
phases algorithm works in the frequency domain using the phase
spectrum, according to the Oppenheim experiment, together with
the PCA for feature extraction and dimensionality reduction [26].

The Eigenphases algorithm performs fairly well, although its
performance degrades when the face images used during training
and recognition tasks were captured under quite different lighting
conditions, they have very low contrast or even the face images
present some partial occlusions. To solve the problems due to var-
iation on the illumination conditions, the use of several prepro-
cessing stages, that are able to improve the face image quality,
have been proposed to improve the eigenphases algorithm such
as: the normalization of the pixels value [29,30], the histogram
equalization (HE) [31] and the Contrast Limited Adaptive Histo-
gram Equalization (CLAHE) [32]. In all cases some improvement
has been achieved compared with the original eigenphases
method. In these works it is also shown that if the face image is
split into several sub-blocks, before applying the preprocessing
and feature extraction algorithm, some additional improvement
is achieved; although they do not provide a theoretical explanation
about it or a theoretical criterion about the optimal sub-block size
selection.

This paper presents a complete analysis of the effect of using
sub-block processing in the eigenphases algorithm providing a
criterion about the optimal sub-block size selection. The analysis
provided shows that it is important to divide the face image in
sub-blocks and estimate the phase spectrum of each sub-block,

independently, before applying the PCA; because, doing it, the per-
formance of the sub-block-based eigenphases algorithm becomes
almost independent of the illumination condition. The sub-block-
based eigenphases algorithm and conventional one are evaluated
in a controlled environment with a uniform background, using
the AR Face Database. It is important to emphasize that, although
recently the interest in developing unconstrained face recognition
algorithms has been growing, the face recognition systems operat-
ing in controlled environments have still a large number of appli-
cations such as access control and development of ID cards etc.
Theoretical and computer evaluation results show that using the
sub-block-based eigenphases algorithm with the optimal block
size, 2 x 2 pixels, the identification is improved about 3%, in com-
parison with the conventional one, when the face image presents
different illumination conditions and facial expression, and about
12% when it presents partial occlusions; while when the sub-
block-based eigenphases algorithm with optimal sub-block is re-
quired to perform identity verification tasks, it is able to provide,
simultaneously, false acceptance and false rejection rates lower
than 0.5%, which is not possible to obtain using the conventional
approach.

The rest of the paper is organized as follows: Section 2 provides
a description of the sub-block-based eigenphases algorithm. Sec-
tion 3 provides a theoretical analysis of the sub-block processing
effect in the performance of eigenphases algorithm and shows that
the optimum sub-block size is 2 x 2 pixels. Section 4 provides de-
tailed evaluation results. Finally Section 5 provides the conclusions
of this work.

2. Sub-block-based eigenphases algorithm

The block diagram of the sub-block-based eigenphases algo-
rithm, shown in Fig. 2, includes the option of using a preprocessing
stage, which may be used to reduce the variation of the pixels va-
lue due to change on the illumination conditions, before the phase
spectrum and PCA estimation. The same face recognition system,
changing only the classifier stage, can perform both, the identifica-
tion and verification tasks. This is because, firstly, during the train-
ing the classifier stage generates the templates for each user saving
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Fig. 2. Block diagram of proposed face recognition algorithm.

them in a database. Next when the system is required to perform a
face identification task the classifier compares the template of the
person under analysis with all templates in the database to deter-
mine the identity of the person under analysis, while to perform an
identity verification task the template of the person under analysis
is compared with the template of the person who he/she claims to
be.

The sub-block-based eigenphases algorithm, firstly, captures
the face image of the person under analysis and downsamples it
in order to reduce the number of operations required to calculate
the PCA. The downsampled image is given by

I(n,m) = Linpue(nTs, mTy) (1)

where [inpy is the face image under analysis, T; is the downsampling
factor and I is the downsampled image. Next, the downsampled im-
age may be fed into a preprocessing stage to improve the image fea-
ture estimation using pixel normalization, histogram equalization
or CLAHE, etc. Subsequently the face image is divided in L x M
sub-blocks of size N x N whose phase spectrum is independently
estimated. After the estimation of phase spectrum of each sub-
block, the resulting matrices are concatenated before applying the
PCA, which is used for dimensionality reduction and extraction of
the relevant information of the face image under analysis to form
the estimated template. Finally using the estimated template a clas-
sifier, such as the Support Vector Machine (SVM), is trained to per-
form either the identification or verification task. During face
recognition operation, the classifier determines the more possible
identity of the person under analysis or if the person under analysis
is who he/she claims to be, depending on whether the system is
performing identification or verification tasks. Fig. 3 shows the out-
put of each one of the first five stages of the sub-block-based eigen-
phases algorithm. The input face image is shown in Fig. 3a and b is
the image after the downsampling process, Fig. 3¢ is the result ob-
tained when the CLAHE algorithm is applied to the input image
Fig. 3b, which may be omitted. The image Fig. 3d is the result of

the image segmentation in L x M sub-blocks, and Fig. 3e is the ma-
trix obtained by concatenating the phase spectrum of each sub-
block of Fig. 3d.

2.1. Preprocessing stage

In previous works, it has been proposed to use several prepro-
cessing stage to improve the performance of face recognition when
the face images are obtained under different illumination and
background conditions [29-32]. The purpose of the preprocessing
stage is to modify the face image such that the variations of the im-
age characteristics, due to the illumination condition, are kept as
smaller as possible, to increase the accuracy of the feature extrac-
tion in the next stages. Several methods to achieve this goal have
been proposed such as the histogram equalization, the CLAHE as
well as the normalization of the image pixels value. The pixels va-
lue normalization is used as preprocessing stage in the algorithm
proposed in [29,30], this method generates a certain independence
of image properties which are the brightness, contrast and back-
ground. The pixel normalization used in [29,30], consists on divid-
ing each pixel by the mean square value of the given sub-block.

The histogram equalization [33] is an image enhancement pro-
cessing for increasing the contrast, transforming the original image
histogram into an approximately uniform one. That is, making the
distribution intensity of the image pixels approximately uniform.
The use of histogram equalization process in the preprocessing
stage was proposed in [31]. In general this method performs well,
however it presents some problems when the face images have
some regions with good contrast and other regions with very
low-contrast. This problem can be solved by using the Contrast
Limited Adaptive Histogram Equalization (CLAHE) [34-37] which
was used as preprocessing stage in [32]. Fig. 4 shows the result
of applying the preprocessing algorithms mentioned above, where
(a) is the input face image, (b) shows the result to apply CLAHE, (c)
shows the result to apply the histogram equalization and (d) is the
result to apply pixel value normalization.

2.2. Segmentation

To improve performance of eigenphases algorithm, the face im-
age under analysis is split into several sub-blocks. These sub-
blocks are firstly processed, as mentioned above, before estimating
the phase spectrum of each sub-block, independently [29-32].
Next the phase spectrums of all blocks are concatenated, as shown
in Fig. 3, before PCA estimation. This approach has been success-
fully used with sub-blocks of size 12 x 12, 6 x 6, 3 x 3 pixels.
However, despite the sub-block processing improves the perfor-
mance of eigenphases algorithm, any of these references provide
a criterion to select the optimal sub-block size.

(@) (b)

(©) d (o)

Fig. 3. Example of the application of first five stages of the proposed algorithm. (a) Original face image. (b) Downsampled image. (c) Face image after use CLAHE method in
(b). (d) Face image divided in sub-blocks. (e) Concatenation of the phase spectrum of each sub-block of (d).
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(a) (b)

(©) (d)

Fig. 4. Example results of the three algorithms used in the preprocessing stage. (a) Input face image. (b) Result to apply CLAHE. (c) Result to apply histogram equalization. (d)

Result to apply pixel normalization value.

2.3. Phase spectrum

The sub-block-based eigenphases algorithm is based on the
Oppenheim experiment [38], which shows that the phase spec-
trum of a face image contains more relevant information than its
magnitude [39]. This is illustrated in the experiment shown in
Fig. 5, in which firstly the Fourier transform of two different images
is calculated. Then, the face 1 (a) is reconstructed using the phase
spectrum of face 1 (¢) and the magnitude spectrum of face 2 (f);
and the face 2 (e) is reconstructed using the phase spectrum of face
2 (g) and the magnitude spectrum of face 1 (b). The reconstructed
images, (d) and (h), show that the synthesized face images clearly
resemble face 1 (a) and face 2 (e), respectively.

As mentioned in Section 2.2, the face image is segmented in
L x M blocks of N x N pixels, where NL x NM is the image size. This
process is applied to the downsampled image with or without pre-
processing. The phase spectrum of each sub-block is estimated as
follows:

Im(FFT(I;(m, n)))

@jp =tan™! (W) mn=1,2,...N )

where [;i(m,n) is the (j,k)th sub-block of face image obtained in the
segmentation stage. Next the phase spectrums of all sub-blocks are
concatenated, that is:

™ A (.ﬂ_,-

P11 P2 - Pim
o | T T ®
Pn1i Pn2 -+ Pam

where ¢ is the phase spectrum matrix used by the PCA stage for
feature vector estimation. Fig. 6 shows the process of extracting
the phase spectrum by sub-block segmentation, where (a) and (b)
show the phase spectrum matrix ¢ estimated using sub-blocks of
size 12 x 12 and 6 x 6 pixels, respectively.

2.4. Principal Components Analysis (PCA)

The PCA is a standard tool in modern data analysis widely used
in diverse fields from neuroscience to computer graphics, because
it is an efficient, non-parametric method for extracting relevant
information from confusing datasets [40-43]. The other main
advantage of PCA is reduction of dimensionality of extracted data
without much loss of information. This technique is used to extract
the most relevant features of the face image [44].

The procedure to develop the PCA analysis of input images is,
firstly consider ¢, whose ith row corresponds to the feature vector
of the ith training image, ¢; given by Eq. (3) is stored in a vector of
size M, =L x M x N? given by:

& (b

Fig. 5. Oppenheim’s experiment. (a) Image of face 1. (b) Magnitude spectrum of face 1. (c) Phase spectrum of face 1. (d) Reconstructed image using (c) and (f). (e) Image of
face 2. (f) Magnitude spectrum of face 2. (g) Phase spectrum of face 2. (h) Reconstructed image using (b) and (g).
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(b)

Fig. 6. Example of the phase spectrum extraction of same face input image using
different sub-block size. (a) Phase spectrum estimation using sub-blocks of 12 x 12
pixels. (b) Phase spectrum estimation using sub-blocks of 6 x 6 pixels.

o' =[dh ¢l

where

¢y =@, T=pq, p=jN+mi, q=kN+my, 0<my,m<N-1
and L x M is the number of blocks and N? is the number of pixels in
each block. Thus ¢ is given by:

Y S
N

D1 | )

)

Pt P P
where P is the total number of images used for training. Next, sub-
tracting the average image from each training image it follows that

b3 — o by — bo o ' — o

. ¢ — 1 o1 — b1 o —

¢ = (6)
Oy — Puo1 Py — Pmot - Dyt — Pu

where

_ 101

¢n = [_32(1);7 (7)
n=0

Next, the eigenvalues of the covariance matrix:
Q=9"¢ ()

are estimated which has up to P eigenvectors associated with non-
zero eigenvalues, where P < M,, that are then stored in a descendent

DOMINANT

order according to the corresponding eigenvalues. The stored eigen-
vectors of the covariance matrix €2 are:

V= [vg,v{,...,v,ffl]T 9)

where Vj is the eigenvector associated with the largest eigenvalue
Jo, V1 is the eigenvector associated with the second largest eigen-
value Z; and so on. Next, consider that the eigenvectors of matrix
T stored in a descendent order according to corresponding
eigenvalues,

'/I:['Povllll"""v'/’P—l] (10)
which can be estimated using the eigenvectors V,, as follows
T (z)vk
= 11
'/Ik m ( )

where ¢ is a matrix of size M, x P given by Eq. (6), Vy is the kth
eigenvector of € of size P, and P is the number of images used for
training. Thus the reduced space feature vector Y is given by

Y=yg¢' (12)

where ¥ is a M, x P matrix whose kth row, given by Eq. (10), is the
kth eigenvector of matrix ¢¢'. Fig. 7 shows the process to generate
the feature vectors. Firstly the phase spectrums of training images
are converted into column vectors and then these vectors form a
matrix ¢. Next the principal components were extracted from ¢
to generate a matrix of dominant features . Finally the column
vector of each training image is multiplied by ¥ to generate a fea-
ture vector Y, subsequently these vectors are used to characterize
the image under analysis.

2.5. Classifier

After the feature vector is estimated, to perform the identifica-
tion or verification task, a Support Vector Machine (SVM) [45,46] is
used. During training, the SVM is responsible for generating the
templates for each person. When the SVM is required to perform
a verification task, the SVM is trained such that its output becomes
closer to one when the person is who he/she claims to be and close
to zero in other case. This task is carried out using only one tem-
plate of the database and a given threshold. On the other hand,
when the SVM is used to perform an identification task, it is trained
such that its larger output corresponds to the most likely person,
using all templates of database. In this paper the LIBSVM library
[47] is used, where the characteristics used for training and recog-
nition tasks are: Kernel type: polynomial: (gamma*u™*v + coef0)""
degree, where coef0=1, gamma=1, cost=100, and all others
parameters are used with their default values given by the LIBSVM
[47].

The objective of the SVM, which is a universal constructive
learning procedure for pattern recognition based on the statistical
learning theory, is assigned to each pattern a class [48-50] as de-
scribed as follows: assume there is a set of points belonging to
two different classes. Intuitively, a SVM finds the hyper-plane that
separates the largest possible fraction of points of the same class
such that they are in the same side of the hyper-plane, while

IO v,
-3 YI

7/ )| PcA [O)| FEATURES |H ) 3

000

o°g'e gt

u.’ EI:EEI:EEI You

FEATURE VECTORS

Fig. 7. Process to generate the feature vector using PCA.
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minimizing the distance between both classes and the hyper-
plane. For a two-class classification problem, shown in Fig. 8, the
goal is to separate the two classes by a hyper-plane estimated from
the available samples. This figure shows the result of the separa-
tion of two classes using the SVM, where the distance between
the hyper-plane and the nearest data point of each class is kept
to a minimum.

3. Optimum sub-block size

Several modifications of the eigenphases algorithm have been
proposed which segment the face image under analysis into sev-
eral sub-blocks of size N x N, before the phase spectrum estimation
[29-32]. However, they do not report how to obtain the optimal
block size. To obtain the optimal block size, consider a given sub-
block, f{tq, t3), 0 < t; < NT, 0 < t; < MT and assume that is a separa-
ble function, i.e. f(t1,t3) = fi(t1)f>(t2), where fi(t;) and f5(t;) can be
approximated using a piecewise approach as shown in Fig. 9. Then,
the Fourier transform of sub-block f(t,t;) is given by

NT  MT ) )
F(CO] , (A)2) — / f] (t1, tz)efjwl“ e*}(/)zfz dt1 dtz
0 JOo

NT X MT X
_ / Ffulty)e Tt dr, / Fo(t)e ot dr, (13)
0 0

where N and M are the number of pixels in each row and column,
respectively, and T is the separation between two consecutive pixels
in any given sub-block. Assuming that T is small enough, Eq. (13)
can be approximated as

1)F2 ()
Z/ (n+1)T (kn
=0
M (m+1)T .
Z/ (k mAn "ty +Am(1 —mkm))e‘mztzdtz

F(w,m2) = Fi (@
1

Lt +An(1— nkn))e‘f”l‘1 dt,

(14)
Next, defining
(n+1)T
Gn(w) = / (k;‘ t; +An(1 - nkn)>e’f“’1“dt]
JnT
(n+1)T kA n+1)T
:/ Kol oty +/ An(1
nT nT
— nk,)e 1t dty (15)

f(t)
VU - =)
Mgt
An
Al-
T 3T 5T NT
(a)
! f(t)
e g =
ki
AT 7
le— T —»| N
(b)

Fig. 9. (a) Piecewise approach of a column or row of a given sub-block f(t,t;) of
input image. (b) Detailed representation of ith section.

After some manipulations, assuming without loss of generality that
T=1, Eq. (15) becomes

Gal1) = knfhy ((”;”

sin((n+ 1)w;) — wi sin(nwy)
1

1
— 1
+ o7 cos((n+ 1)wy)

+ 2A,(1 — nky) sin (az) ) cos ((n +%> w1>

— a)i% cos(nmw ))

. n+1 n
+ jk,An <( o ) cos((n+ 1)) — o cos(nwy)
1 . 1 .
- aT% sin((n + 1)w,) +aT§ sm(nwl))
w1 1
—Jj2A:(1 —nkn)sm<2)sm(<n+§>a)1) (16)
Finally from Eq. (14) it follows that Fi(w,) is given by
N-1
(GR ) +jGh (ah)) (17)
n=0

where

GR (1) = Re{Gy(w

}
= kpA;, ((n(;r]l) sin((n + 1)w;) — wll sin(nwy)

1 1
+w—% cos((n+ 1)wq) — aT% cos(nw1)>

+ 2A,(1 — nky) sin <a2) ) cos (<n+%>w1> (18)
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Gh(w1) = Im{Gy (1)}

= kyA, <% cos((n+ 1)wq) — wi] cos(nmy)

1 . 1 .
— w_f sin((n+ 1)w,) + E sm(nw1)>

~ 2A4(1 — nky) sin <a2))sm<<n+%>w1) 19)

In a similar form, it follows that the Fourier transform of column of
the image, F> (w>) is given by

N-1

Fa(2) = Y (Gh(@2) +JGp(2)) (20)
m=0

where

G (@2) = Re{Gn(2)}

B (m+1) m .
= kmAm< o sin((m+ 1)w,) — o sin(ma,)

1 1
+E cos((m+ 1)wy) — o2 cos(mw2)>

2 2
+ 2An(1 — mky,) sin ((g )cos((m +%>w2> (21)
Gon(@2) = IM{Gyn(2)}

= knAn <(mw+ L) cos((m+ 1)m,)
2

1 1 .
w% sin((m + 1)w,) +a)_§ sm(mwz)>
— 2An( (

Jal(oedo)

Then, from Egs. (14), (17) and (20) it follows that

m cos(mw;y) —
3 2

Fi(w1,m2) = Fi(w1)Fa(ws)
1

N~ N-1
= (G (CU] +]G (,L)] ) (GR wz +]G (U)z))
n=0 m=0
(23)
Finally, from Eq. (23) the phase of F(w,w>) is given by
N-1-I N—1 Al
0, 2) = tan 1 210a(@1) | a1 2mooCm(©2) (24)

S Galn) oG (2)

Thus, from Eq. (24) it follows that, if the block size used for fea-
ture extraction contains only two samples, that is if N = 1, the effect
of the magnitude of pixels, A, and A, in Egs. (18)-(24), disappears
depending only in the value of k, and k;,, such that the phase of
Fourier spectrum of the sub-block under analysis becomes

o( ) — tan [(wﬂ(ncos(w])—knsm( 1) — 27 sin (wl/z))}
1,0)2) = tan

w1k, sin(wy) + k, cos(w;) — w? sin(w) — ky
1

B (wzkm cos(wsz) — km sin(ws) — 23 sin (wz/Z))
+fan (@a2km sin(ws) + ki cos(@z) — w3 sin(w;) — ki)

(25)

Then from Eq. (25) it follows that we can conclude that the opti-
mum block size that provides the highest robustness of the sub-
block-based eigenphases algorithm to illumination changes is
equal to 2 x 2, as shown in Fig. 10.

Fig. 10 shows an experiment where the phase spectrum of two
images with different illumination conditions are calculated,
using several sub-block sizes; together with the difference be-
tween phase spectrums of these two images. From this figures

it follows that the difference between both phase spectrums is
very small and then the illumination effect becomes almost neg-
ligible when sub-block size becomes smaller. Fig. 1: (a) is a face
image with normal illumination; (b) is a face image with low illu-
mination; (c-e) show the result obtained using sub-blocks of
12 x 12, 4 x 4 and the optimum one, i.e. 2 x 2 pixels, respec-
tively, together with the difference between the phase spectrums
of (a) and (b) when both of them are segmented using the same
sub-block size.

4. Evaluation results

In order to evaluate the performance of the sub-block-based
eigenphases algorithm with optimum block size and compare it
with the conventional methods, several computer evaluations have
been realized under the same conditions in a controlled environ-
ment using “The AR Face Database” [51], which has been expanded
to obtain a larger amount of illumination variations in the face pic-
tures. This version of data base includes 12,000 face images of 120
persons (65 males and 55 females), which includes 100 samples of
each person with several illumination variations; facial expres-
sions and partial occlusion, consisting of face images of persons
with sunglasses.

The face images included in the database have been divided into
two different sets: the set A consisting of 70 images per person
including images with illumination changes and different facial
expressions and set the B which consists of 30 images per person
that includes images with partial occlusion due to sunglasses and
illumination changes. Some samples of the face images included
in the sets A and B are shown in Fig. 11a and b, respectively. In
all cases after the down sampling the image size becomes
48 x 36 pixels.

One important issue is the number of face images required for
properly training of the recognition system. Thus, in order to deter-
mine the appropriate number of training images, the conventional
and sub-block-based eigenphases methods, with optimum sub-
block size, were evaluated using 1 to 14 training images. Based
on the evaluation results, shown in Fig. 12, it follows that using
the sub-block-based eigenphases methods, with optimum sub-
block size, requires about 5 or 6 training images to achieve a good
recognition performance, while the conventional method requires
about 12 to achieve similar recognition rate. To find the identifica-
tion rate, this test was performed using the set A. Seven of the 14
training images of one of the 120 different persons selected for this
test are shown in Fig. 13.

4.1. Identification performance

The identification performances were evaluated, without pre-
processing stage, using five different block sizes: complete image,
where the phase spectrum is obtained from the whole image, as
proposed in the conventional eigenphases algorithm [26]; and
the sub-block-based method with sub-blocks of size 12 x 12,
6 x 6,4 x 4 and 2 x 2 pixels, in which the phase spectrum is ob-
tained independently for each sub-block. In addition three differ-
ent preprocessing stages were used: pixel value normalization,
histogram equalization and CLAHE. Table 1 shows the identifica-
tion results using images of set A together with its standard
deviation.

The evaluation results presented in Table 1 show that the high-
est identification rate and lowest standard deviation is obtained
when a sub-block size of 2 x 2 pixels is used. These results show
that the use of sub-blocks improves the performance of conven-
tional eigenphases method. In particular the sub-block-based
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Fig. 10. Example of the differences between the phase spectrums of two images with different illumination conditions using sub-block segmentation. (a) Face image with
normal illumination. (b) Face image with low illumination. (c) Difference of the phase spectrum obtained using sub-blocks of 12 x 12 pixels. (d) Difference of the phase
spectrum obtained using sub-blocks of 4 x 4 pixels. (e) Difference of the phase spectrum obtained using sub-blocks of 2 x 2 pixels.

method that uses the optimum block size provides an improve-
ment of approximately 3%.

Fig. 14 shows the rank evaluation of sub-block-based system
using sub-block size of 2 x 2, 6 x 6 pixels together with the con-
ventional eigenphases algorithm that uses the complete image.
The evaluation results show that the sub-block-based method,
with optimum sub-block sizes, i.e. 2 x 2 pixels, reach 100% of the

identification rate in a lower number of ranks compared with the
previously proposed ones.

Any face recognition system often finds the problem of identify
images with partial occlusion. Therefore the performance of sub-
block-based system, with block size of 2 x 2, was also evaluated
using face image with partial occlusion. Table 2 shows the results,
under the same conditions as Table 1, obtained when the proposed
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Fig. 11. Example of face images with illumination changes, facial expressions and
partial occlusion included in (a) Set A, (b) Set B.

Identification Rate (%)

1 2 3 4 5 6 7 8 9 10 N 12 13 14
Training Images

40 . 1 L

Fig. 12. Evaluation results using different number of training images. Using
conventional eigenphases method and proposed algorithm with sub-blocks of
2 x 2 pixels, applied to images of set A.

system is evaluated applying the set B, while the SVM was trained
using images without occlusion as shown in Fig. 11a. This approach
is more realistic in practical application because the training
images used are without occlusion and all test images present
partial occlusion as shown in Fig. 11b.

It is important to mention that, again, according to the results of
Table 2 the sub-block-based system performs better than the
conventional eigenphases method. In particular the sub-block-
based method with the optimum sub-block size provides an
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Fig. 14. Rank evaluation of proposed system using sub-block sizes of 6 x 6 and
2 x 2 pixels together with the conventional eigenphases method.

identification rate approximately 12% higher than the conventional
eigenphases method, representing it a significant improvement.
Also it is worth noting that even with significant partial occlusion
in the testing images the performance of sub-block-based method
with optimum block size, only degrades in approximately 2% com-
pared with 11% of the conventional method. Fig. 15 shows the
ranking evaluation of conventional eigenphases method and the
sub-block-based one with sub-blocks of size 6 x 6 and 2 x 2 pixels
using images of set B. Evaluation results clearly show that the sub-
block-based algorithm with optimum block size, i.e. 2 x 2 pixels,
provides better performance than the conventional one.

4.2. Identity verification performance

Any face verification system strongly depends on an appropri-
ate selection of a threshold value to determine if the person under
analysis is who she/he claims to be. To this end a detailed evalua-
tion of the performance of sub-block-based systems was carried
out to evaluate the false acceptance and false rejection rates as a
function of the decision threshold. In all evaluations the prepro-
cessing stage was omitted because, as shown in Section 3.1, its
contribution is negligible when a sub-block processing is used.

Figs. 16-20 show the performance of the conventional eigen-
phases method, as well as the sub-block-based system when
sub-block sizes of 12 x 12, 6 x 6, 4 x 4 and 2 x 2 pixels, is used
in identity verification tasks with several different threshold val-
ues. These figures show that, as expected, the false acceptation

\

Fig. 13. Example of the training images used to evaluate the performance of proposed method.

Table 1

Identification rate and its standard deviation with different sub-block sizes and preprocessing using images of set A.

Block size Without preprocessing Histogram equalization Normalization CLAHE

Identification rate (%) o Identification rate (%) c Identification rate (%) o Identification rate (%) o
Complete image 96.60 4.81 96.74 4.90 96.60 4.81 96.50 4.71
12 x 12 97.88 3.65 97.44 3.87 97.89 3.72 97.42 447
6 x 6 99.00 2.19 98.56 3.12 98.98 2.32 99.01 2.27
4 x4 99.15 2.11 98.90 2.51 99.10 2.21 99.06 2.42
2 x 2 (optimum) 99.56 1.45 99.42 1.55 99.57 1.46 99.62 1.40
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Table 2
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Identification rate and its standard deviation with different sub-block sizes and preprocessing using images of set B.

Block size

Without preprocessing

Histogram equalization

Normalization

CLAHE

Identification rate (%)

Identification rate (%)

a Identification rate (%) T Identification rate (%) T
Complete image 85.44 19.49 83.17 19.43 85.44 19.44 84.81 19.87
12 x 12 87.83 17.22 83.31 18.56 88.00 17.12 86.58 16.52
6x6 93.08 15.22 90.89 15.37 93.03 15.19 92.50 14.59
4 x4 95.00 12.05 94.00 11.71 94.92 11.93 95.17 11.80
2 x 2 (optimum) 97.19 9.56 96.56 10.70 97.33 9.21 97.03 9.84
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Fig. 15. Rank evaluation of proposed system using sub-block sizes of 6 x 6 and

Fig. 18. False acceptance and false rejection rates provided by the sub-block-based
2 x 2 pixels together with the conventional eigenphases method using set B.

system using sub-block of 6 x 6 pixels applied to images of set A.
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Fig. 16. False acceptance and false rejection rates provided by the conventional

Fig. 19. False acceptance and false rejection rates provided by the sub-block-based
eigenphases method using images of set A.

system using sub-block of 4 x 4 pixels applied to images of set A.
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Fig. 17. False acceptance and false rejection rates provided by the proposed system

Fig. 20. False acceptance and false rejection rates provided by the sub-block system
using sub-block of 12 x 12 pixels applied to images of set A.

using the optimum sub-block applied to images of set A.
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Table 3

Threshold values when the false acceptance and false rejection are equal, using sub-
block-based eigenphases algorithm with different sub-block size together with
conventional eigenphases method applied to images of set A.

Block size F. acceptance/rejection (%) Threshold
Complete image 2.12 0.516
12 x 12 1.02 0.537
6x6 0.45 0.561
4x4 0.41 0.564
2 x 2 (optimum) 0.23 0.591

rates decrease when a larger threshold is used, however in this sit-
uation the false rejection rates increase. However there is a point
where the false acceptance and false rejection rates are equal, as
shown in the amplified section of each figure. From this point, a
larger threshold provides a larger false rejection rates while a
smaller threshold value provides a larger false acceptation rates.
Thus, by knowing the information provided by these figures an
appropriate threshold for a specific application can be chosen, con-
sidering that when trying to get a lower false acceptance rate will
result in the increase of false rejection rate.

From these figures we can point out that when the sub-block-
based system with sub-block size of 2 x 2 pixels is used it is possi-
ble to achieve, simultaneously, a false acceptance and false rejec-
tion rate lower than 0.5%. This performance is not possible to
obtain using the conventional eigenphases method because if we
require a false acceptance rates lower than 0.5% the false rejection
rate becomes higher than 2.5% and if a false rejection rate lower
than 0.5% is desired, the false acceptance rate becomes higher than
5%. Then we can conclude that, in verification task, the sub-block-
based system outperforms the conventional eigenphases method.

Table 3 shows the value of the threshold in which the false
acceptance and false rejection rates are equal for the conventional
eigenphases method, as well as the sub-block-based system using
sub-block sizes of 12 x 12, 6 x 6, 4 x 4 as well as the optimum
block size, 2 x 2 pixels. Here, it can be observed that the lowest
false acceptance and rejection rates are obtained, with the sub-
band-based system using the optimum sub-block size, which is
approximately 2% lower than the conventional eigenphases meth-
od. We can conclude that when the optimum sub-block size is used
the verification performance improves with respect to the conven-
tional and other previously proposed sub-block-based eigenphases
methods.

5. Conclusions

This paper presented a theoretical analysis of the effect of using
sub-block processing in the eigenphases algorithm to obtain that
the optimum sub-block size of a sub-block-based eigenphases
algorithm, which achieves a significant improvement in both per-
son classification and identity verification tasks. In the sub-block-
based eigenphases algorithm the face image under analysis, firstly,
is divided into sub-blocks of N x N pixels. Next the phase spectrum
of each sub-block is independently calculated before applying the
PCA to estimate the features vector; which is then applied to the
SVM to perform, either, the identification or verification task. The-
oretical and computer evaluation results show that the optimal
sub-block size providing the better performance is equal to 2 x 2
pixels since, doing it, the performance of the sub-block-based
method becomes almost independent of the illumination and facial
expression conditions as well as partial occlusion.

To compare the performance of the conventional and sub-
block-based eigenphases methods, under controlled conditions,
the AR Face Database was used. The evaluation results show that
the highest identification rate and lowest standard deviation is

obtained when the optimum sub-block size, i.e. 2 x 2 pixels, is
used. These results also show that the sub-block-based approach,
considerably overcome the performance of conventional eigenpha-
ses method. It is important to mention again that the sub-block-
based system performs better than the conventional eigenphases
method, in particular using the optimum sub-block size, when
both are required to identify faces with partial occlusion; since
the sub-block-based algorithm provides a recognition rate of
97.2% while the recognition rate of the conventional one is about
85.4%. It is worth noting that even with significant partial occlusion
in the testing images the performance of sub-block-based method,
with optimum sub-block size, degrades only approximately 2%
compared with 11% of the conventional one.

The sub-block-based and conventional approaches were also
evaluated when they are required to perform verification tasks.
In this situation using the sub-block-based approach, with opti-
mum sub-block size, it is possible to achieve, simultaneously, a
false acceptance and false rejection rates lower than 0.5%; perfor-
mance that it is not possible to obtain using the conventional
eigenphases method because to achieve a false acceptance rate
lower than 0.5% the false rejection rate must be increased to about
2.5%; while if a false rejection rate lower than 0.5% is desired, the
false acceptance rate becomes higher than 5%. Then we can con-
clude that the sub-block-based system outperforms the conven-
tional eigenphases method when it is required to carry out
either, identification or verification task, specially using a block
size of 2 x 2 pixels that, according to theoretical and computer
evaluation results can be considered as the optimum block size.
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