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PAPER

Facial Expression Recognition Based on Facial Region
Segmentation and Modal Value Approach

Gibran BENITEZ-GARCIA†,††, Gabriel SANCHEZ-PEREZ††, Nonmembers, Hector PEREZ-MEANA††,
Keita TAKAHASHI†, Members, and Masahide KANEKO†a), Fellow

SUMMARY This paper presents a facial expression recognition algo-
rithm based on segmentation of a face image into four facial regions (eyes-
eyebrows, forehead, mouth and nose). In order to unify the different results
obtained from facial region combinations, a modal value approach that em-
ploys the most frequent decision of the classifiers is proposed. The robust-
ness of the algorithm is also evaluated under partial occlusion, using four
different types of occlusion (half left/right, eyes and mouth occlusion). The
proposed method employs sub-block eigenphases algorithm that uses the
phase spectrum and principal component analysis (PCA) for feature vector
estimation which is fed to a support vector machine (SVM) for classifica-
tion. Experimental results show that using modal value approach improves
the average recognition rate achieving more than 90% and the performance
can be kept high even in the case of partial occlusion by excluding occluded
parts in the feature extraction process.
key words: facial expression recognition, partial occlusion, facial segmen-
tation, modal value

1. Introduction

Since the appearance of the first computers and robots, one
of the main targets has been to attain a complex human-
computer interface [1], [2]. According to reports in the field
of human communication, facial expressions and other non-
verbal information are the most important elements to show
human emotions [3], [4]. For that reason, in the past two
decades many research efforts have been performed regard-
ing facial expression recognition (FER) [5]–[12].

Psychologists have defined the human facial expres-
sions as a set of six basic facial expressions: anger, dis-
gust, fear, happiness, sadness and surprise, plus the neutral
state [4]. Based on this division of facial expressions many
systems of FER use this set of basic expressions. There ex-
ist many applications such as virtual reality, smart environ-
ments, video-conferencing, user profiling and customer sat-
isfaction studies that require efficient methods of FER. How-
ever many problems concern this topic such as illumination
changes, pose, angle of the input camera, partial occlusion,
and so on [5], [6].

Especially, most of the existing approaches on FER just
use non occluded facial images taken under controlled lab-
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oratory conditions. Nevertheless, this is not the case in real
life, because one of the most frequently encountered prob-
lems in FER is partial occlusion [7], [8].

Partial occlusion can be seen as noise that disturbs fa-
cial expression feature extraction or it will cause informa-
tion loss in FER. There are two types of partial occlusion:
temporary and systematic; temporary occlusion is when a
part of the face is obscured momentarily as a result of a
person moving or an external factor, systematic occlusion
results when the person is wearing something which covers
part of his face [9]. Therefore to develop a FER algorithm,
robustness under occlusion conditions has become an im-
portant research topic [10]–[12].

This paper proposes a robust FER algorithm which
takes into account the problem of partial occlusion. The
proposal is based on the segmentation of a face image into
several regions using the sub-block eigenphases in each of
them, instead of working with a whole image. It uses,
specifically, the facial regions that are not occluded. In ad-
dition, the use of facial region segmentation also helps to
improve the performance of FER for non-occluded faces be-
cause it allows the possibility to get several decisions from
one facial image. Therefore, this paper also proposes a
method to unify these results, using the most frequent de-
cision of the classifiers (modal value approach).

The proposed algorithm was evaluated using leave-
one-subject-out method with 300 frames of the Cohn-
Kanade database [21] that includes face images of 97 sub-
jects, where each one was instructed to display the six ba-
sic facial expressions. In order to evaluate the effective-
ness of the proposed method for facial expression recog-
nition under partial occlusion four types of occlusion were
adopted: half left, half right, mouth and eyes occlusion.
The performance of the proposed method was tested with
non-occluded faces as well as partially occluded faces and
compared with two recent approaches which use sub-block
eigenphases [17] and linear binary pattern (LBP) [18] re-
spectively.

The rest of the paper is organized as follows. Section
2 describes the system framework. Section 3 describes the
modal value approach in detail. Section 4 shows the spec-
ifications of the database as well as the partial occlusion
database. Section 5 presents the experimental results. Fi-
nally, discussion and conclusions are drawn in Sect. 6.

Copyright c© 2014 The Institute of Electronics, Information and Communication Engineers
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2. System Framework

The block diagram of the proposed system is shown in
Fig. 1. In the stage of facial region segmentation, the face
images are segmented into 4 facial regions: eyes-eyebrows,
forehead, mouth and nose. The feature extraction stage is
based on the sub-block eigenphases algorithm, which is ap-
plied independently to each facial region. From each fa-
cial region, the phase spectrum is firstly obtained, and then,
principal component analysis (PCA) is applied in order to
estimate a feature vector. Finally, all the feature vectors ob-
tained from the different facial regions are concatenated to
yield the final feature vector that represents the entire face.
The number of concatenated features, N, depends on the
number of the facial regions that are used in the process.
In the classification stage the SVM is applied so as to make
the recognition of facial expressions, using the multi-class
mode specifically employing 6 classes, one for each expres-
sion (anger, disgust, fear, happiness, sadness, and surprise).
Afterwards based on the decision from different classifiers,
the modal value approach is applied.

The baseline algorithm of sub-block eigenphases
method has already been proposed in [17], but the origi-
nal algorithm works with the whole facial image. The pro-
posed method in the present paper handles each of the facial
regions individually and the main focus is how to combine
the available facial regions to overcome partial occlusions as
well as to achieve better FER performance for non-occluded
faces.

2.1 Facial Region Segmentation

Face images are segmented into 4 regions that contain infor-
mation of eyes-eyebrows, forehead, mouth and nose. This
segmentation enables us not only to exclude some facial
parts in the case of partial occlusion, but also to evaluate the
contribution that each facial region has on the FER, which
results in a robust modal value approach.

First of all a robust algorithm of face detection pro-
posed by Vukadinovic et al. [13] is used to detect the eyes
position of a face image. Then based on the distance be-
tween the irises (ED) and accordingly with the relation pro-
posed in [14] the mouth region is defined. This relation pro-
poses that the top of the mouth region is 0.85ED and the

Fig. 1 Block diagram of proposed system.

bottom 1.5ED from the irises position. This approach is
shown in Fig. 2(a). Based on this issue, the bottom of the
nose region is 0.85ED and the top 0.35ED, the bottom of
the eyes-eyebrows region is 0.35ED and the top -0.4ED, fi-
nally the bottom of the forehead region is -0.4ED and the top
-ED, where “-” means the distance in the upward direction
from irises position.

Subsequently the mouth, eyes-eyebrows, nose and
forehead regions are segmented which have size of
1.2ED(width)x0.65ED(height), 2EDx0.75ED, 1.7EDx0.5ED
and EDx0.6ED respectively as shown in Fig. 2(b), (c), (d)
and (e). In this paper we assumed that the segmentation de-
scribed above is correctly achieved.

2.2 Phase Spectrum Extraction

Each of the face segments is further divided into sub-blocks
of 2x2 pixels, and the phase spectrum is extracted for each
facial region by using fast Fourier transform. The phase
spectrum is employed in the eigenphases algorithm [15], be-
cause the Oppenheim’s study [16] proved that the most im-
portant information of an image is contained in the phase
instead of its magnitude.

2.3 PCA

The phase spectrum matrix is converted into a column vec-
tor, and subsequently the column vectors of all training im-
ages will form a matrix in order to apply the PCA algorithm
to finally get the principal matrix (PM), which consists of
the principal component vectors. It is important to notice
that in contrast to the original sub-block eigenphases algo-
rithm [17] which yields only one principal matrix from one
face image, we calculate 4 principal matrices from one face
image, one matrix from each of the 4 facial regions, respec-
tively.

2.4 Feature Vector Estimation

The feature vectors are the product of the principal matrix by
each column vector of the training images. Similarly to the
previous stage this process is applied to each facial region
independently. The final step is to concatenate the individual
feature vectors in order to create the final feature vector that
represents the entire face. As shown in Fig. 3, (a), (b), (c)
and (d) represent the process to get the individual feature
vector related to eyes-eyebrows, forehead, mouth and nose

Fig. 2 Example of the facial region segmentation.
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Fig. 3 Example of feature vector estimation.

respectively, finally (e) represents the concatenation of the 4
individual feature vectors which results in the final feature
vector. The final feature vector depends on the number of
facial regions used; up to 4 feature vectors from one facial
image are concatenated, although in the case of occlusions,
the number could be less than 4. To show the contribution of
each facial region, all possible combinations of the 4 facial
regions are presented in the experimental results section.

2.5 Classification Stage

For the classification of the six basic expressions, we use
LIBSVM [20], which provides an implementation of multi-
class support vector machine (SVM) [19], employing RBF
kernels. The SVM output values provide similarity scores
for each class whose range is 0.0 and 1.0, denoting 1.0 the
exact match. The classes correspond to 6 basic expressions,
which are anger, disgust, fear, happiness, sadness, and sur-
prise.

3. Modal Value Approach

Our feature extraction method mentioned in Sect. 2.4 is ca-
pable of producing several feature representations from one
facial image, because several combinations are possible by
concatenating up to 4 facial regions. For each feature rep-
resentation, we train a SVM individually, so that we have
several independent decisions from one face image. We pro-
pose to unify these decisions using modal value approach,
which helps to improve the recognition performance.

Modal value approach consists in selecting as a final
decision the most frequently (modal value) class gotten from
the classifiers, each of which is associated with the final fea-
ture vector representation that depends on the combinations
of facial regions.

Figure 4 shows the procedure to apply the modal value
approach, as we can see more than one SVM are applied to

Fig. 4 Diagram of modal value approach.

Table 1 Example of modal value approach.

Sample 1 2 3 4 Res.
Exp. Anger Anger Fear Fear –

Frame –
SVM1 Anger Anger Fear Fear 3/4
SVM2 Anger Anger Fear Disg 3/4
SVM3 Fear Anger Happy Fear 2/4
Mod Anger Anger Fear Fear 4/4

Table 2 Special case when two or more classes have the same decision.

Expression Anger

Frame
SVM1 Anger 0.82 mean
SVM2 Anger 0.89 0.855
SVM3 Fear 0.75 mean
SVM4 Fear 0.80 0.775

Final Decision Anger

one frame of facial images, where N depends on the number
of classifiers used in the approach (it depends on the combi-
nations of facial regions used in feature vector estimation).
The modal value is selected from the decision of these clas-
sifiers in order to take the final decision. It is important to
mention that in order to apply this approach at least 3 classi-
fiers are necessary, because with only two decisions it is not
possible to calculate correctly the modal value.

Table 1 shows an example of modal value approach us-
ing 4 sample faces. In this example two frames are display-
ing the expression of anger and the other two of fear. None
of the 3 classifiers used here, SVM1, SVM2, and SVM3 pro-
duced the perfect results; the recognition accuracies are 3/4,
3/4 and 2/4 respectively. However, unifying the decisions
from these classifiers by taking the modal values leads to
100% of accuracy, as shown in the bottom row of the Table
1.

As shown in Table 2, when two or more classes have
the same number of positive decisions, the output values of
such classifiers are averaged and taking as the final decision
the result with the highest numerical value. In this example
the decision of the classifiers SVM1 and SVM2 was anger
while the decision of SVM3 and SVM4 was fear. How-
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ever taking into account the average among them the highest
value was provided by the average among SVM1 and SVM2

therefore the final decision was anger.

4. Database

For this paper 300 peak expressive frames of the Cohn-
Kanade database [21] were used. The database contains face
images of 97 subjects ranging in age from 18 to 30 years old,
65 percent were female and 45 male. The images were taken
under a controlled environment and digitized into 640x480
pixels in grayscale values. For the experiments the face part
was cropped with 280x280 pixels. For the regions of eyes-
eyebrows, forehead, mouth and nose their sizes were nor-
malized at 200x80, 100x60, 140x80 and 175x50 pixels re-
spectively. Table 3 shows the number of frames for each of
the 6 expressions.

In order to evaluate the effectiveness of the proposed
method under partial occlusion, four different types of oc-
clusion were adopted, as mentioned below.

4.1 Simulation of Partial Occlusion

There is not public available facial expression database that
contains different types, position or size of partial occlu-
sions. Therefore, four different types of partial occlusion
were simulated in this work: occluded half left, occluded
half right, occluded eyes and occluded mouth. The motiva-
tion for applying partial occlusions on these regions comes
from real situations of daily life. For example, the use of
sunglasses, scarves, medical masks, some hair styles and
shadows. Figure 5 shows the four different occlusions ap-
plied to one subject who displays the 6 basic expressions.
These samples are generated by superimposing graphically
black mask regions on the non-occluded 300 frames selected
from Cohn-Kanade database.

It is worth noting that the occlusions introduced in the
face images are more critical than real life occlusions. For
example in the left and right side occlusions, which emulate
occlusion due to hair styles and shadows, half of the face is
completely occluded with a black mask which does not hap-
pen in the situations mentioned above. Also to emulate the
use of sunglasses, a black mask completely occludes the
eyes-eyebrows part of the face which is larger than the real
life occlusion. Finally the mouth occlusion used is similar to
the occlusion produced by scarves or medical masks. These
kinds of occlusions, shown in Fig. 5, which are more critical
than real life ones were used because several real life occlu-
sions due to sunglasses and shadows are efficiently solved
by sub-block eigenphases algorithm [17]. Therefore be-
cause the occlusion used in this paper are more critical than
real life ones, we can expect that if the proposed algorithm

Table 3 Frame numbers of each expression used in the experiments.

Ange Disg Fear Happ Sad Surp
30 34 47 70 54 65

performs well with these it will be able to perform fairly
well with real life occlusions.

4.2 Handling Half Face Occlusion

For the cases of half left/right face occlusions, the proposed
method is not applicable directly because facial regions used
in the method depend on both sides of the face. Therefore,
we generate a mirror image based on the half side that is
not occluded in order to work with a whole face instead of a
half. Then the facial region segmentation is applied to mir-
ror images as described above. In this way we intended to
solve the half face occlusion problem to increase the recog-
nition rate. Figure 6 shows two subjects of the database with
half left/right occlusion and its consequent mirror images.

Fig. 5 Example of partial occlusion simulation of database. From top to
bottom: no occlusion, half left, half right, eyes and mouth occlusion.

Fig. 6 Example of half occluded and mirror images. From top to bottom:
half left occlusion, mirror right, half right occlusion, and mirror left.
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Fig. 7 Average recognition rate of all possible combinations using different number of facial regions.

5. Experimental Results

The recognition accuracy was measured using leave-one-
subject-out. For all experiments the training was performed
with non-occluded database. The average recognition rates
and the confusion matrices have been computed to represent
the accuracy of facial expression recognition. The confusion
matrix describes percentages of the predicted expressions in
its columns against the actual expressions in its rows. The
diagonal entries are the percentage of facial expressions that
are correctly classified, while the off-diagonal entries corre-
spond to misclassifications.

5.1 Experiments with Different Number of Facial Regions

Since our method is based on facial region segmentation into
4 regions and the combination of the features individually
obtained from those regions, all possible combinations of
the 4 facial regions had been analyzed. Our method was also
compared with two basic methods for reference that use the
whole face image at once to extract a feature vector, without
facial region segmentation [17], [18]. For the case of refer-
ence methods, the whole image is used for calculating one
principal matrix (PM), and that matrix was used to obtain
a feature vector that describes the entire face. In this case,
recognition was performed with only one classifier, since
there are not multiple facial regions.

Figure 7 shows the average recognition rates of the
combinations divided in one, two, three, and all facial re-
gions, compared with the result of reference methods, sub-
block eigenphases (SBE) [17] and LBP method (LBP) [18].
The best result is achieved using 3 regions, by Eyes-Mouth-
Nose (EMN) with 87.7% which is better than employing the
4 facial regions (All) with 86.7%. EMN case also outper-
formes by about 9% the recognition rate obtained using the
SBE (with 78.3%) and by about 13% the result provided by
the LBP (with 74.3%). Moreover we can notice that Mouth
(M) with 79.3% and Eyes-Mouth (EM) with 86% are the
best result achieved by using 1 and 2 regions respectively.
Another important point that we can see from Figure 7 is
that the combinations which use mouth region provide the
highest average recognition rate independently of the num-
ber of facial regions used in the process. Meanwhile, when

Table 4 Average recognition rate of the best results using modal value
approach.

No. Combinations Result
SVMs (%)

4 EM - FM - All - SBE 92.00
4 M - FM - EMN - All 91.67
6 M - N - EM - FM - EMN - All 90.00
4 M - EM - EMN - All 89.33
3 FM - EMN - SBE 88.00

Table 5 Confusion matrix of the best result.

Ang Disg Fear Happ Sad Surp
Ang 83.3 0.0 3.3 3.3 10.0 0.0
Disg 0.0 88.2 5.9 2.9 0.0 2.9
Fear 0.0 0.0 76.6 17.0 6.4 0.0
Happ 0.0 0.0 2.9 97.1 0.0 0.0
Sad 0.0 0.0 0.0 1.9 98.1 0.0
Surp 0.0 0.0 1.5 0.0 0.0 98.5

the mouth region is not employed, the combinations of other
regions do not provide competing recognition rates.

Next, all possible combinations using modal value ap-
proach described in Sect. 3 were tested. In this approach,
several SVMs associated with different combinations of fa-
cial regions were executed in parallel, obtaining a recogni-
tion result from each classifier, and taking the modal value
to unify the recognition results. The number of classifiers
used in this test was 16, 15 from the combinations of 4 sub-
regions and one from the whole image (which is SBE). It is
important to mention that at least 3 classifiers are required
to find the modal value.

Average recognition rates from the best results using
modal value approach are shown in Table 4. It is possible
to see that the best result obtained by modal value approach
achieves 92% of average recognition rate using 4 classifiers,
the combinations used in this case were: Eyes-Mouth (EM),
Forehead-Mouth (FM), the four regions (All) and without
region segmentation (SBE). This result provides the highest
recognition rate obtained in this paper, outperforming by al-
most 15% the average recognition rate of the SBE and by
almost 19% when LBP is used. On the other hand around
5% is the improvement compared with the best result ob-
tained when only one classifier is used (EMN).

Table 5 shows the confusion matrix of the best result of
our system (EM-FM-All-SBE). We can see that for the pro-
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posed method, surprise, sadness, happiness and disgust ex-
pressions are easy to recognize, while anger and fear expres-
sions are not. Also, the average recognition rate of surprise
is the highest and fear is the lowest with 98.5% and 76.6%
respectively. The problem to recognize fear is related with
happiness, because in 17% of the cases our system misrec-
ognizes fear expression as happiness.

5.2 Experiments Despite Partial Occlusion

The proposed algorithm was evaluated using four types of
partial occlusion: occluded half left, occluded half right, oc-
cluded eyes-eyebrows and occluded mouth, which are de-
scribed in Sect. 4.1 and shown in Fig. 5

To solve the above mentioned occlusions, in addition
to the 4 regions shown in Fig. 2, 4 additional regions were
included in order to have more possible combinations when
modal value approach is used, such as: left eye, right eye,
half left face and half right face. Here left/right eye is the
half part of eyes-eyebrows region shown in Fig. 2(c) and half
left/right face is the half part of the whole image shown in
Fig. 2(a). To determine the contribution of these additional
regions to the facial expression recognition each of them is
used independently and the evaluation results are shown in
Table 6.

For each type of partial occlusion this paper proposes
a different solution. For the specific case of occluded half
face a solution using mirror images is employed in which
the reconstructed image is segmented into 8 regions (E, F,
M, N, LE, RE, LF and RF) described above, which are used
together with the whole mirror image in the modal value
approach. Otherwise the problem of eyes-eyebrows occlu-
sion is overcome using the facial regions which are not oc-
cluded: forehead, mouth and nose. The same solution is
employed for mouth occlusion using only eyes-eyebrows,
left eye, right eye, forehead and nose regions.

The recognition rates of the best results obtained from

Table 6 Average recognition rate of additional regions.

Region Result (%)
Left Eye (LE) 61.00

Right Eye (RE) 50.33
Half Left Face (LF) 75.00

Half Right Face (RF) 79.33

Fig. 9 Effect of four types of partial occlusion on the recognition performance by each facial
expression.

each type of partial occlusion are shown in Table 7. Note
that hyphens “-” indicates that the modal value approach
was adopted to unify the outputs of multiple classifiers.
Therefore we can see that the best solutions for the partial
occlusion problems were obtained using 4 classifiers.

In order to compare the results of the proposed system
despite occlusion, recognition was performed without mir-
roring nor facial region segmentation, using only whole im-
age (SBE). The comparison is shown in Fig. 8, where none
occluded recognition serving as baseline is also presented.
In all cases the proposed method improves the results of the
approach using whole image. The maximum improvement
is obtained for half left occlusion, thus proposed method
using modal value approach improves around 55% the av-
erage recognition rate of SBE approach that provides only
33%. Moreover it is possible to see that the results among
half left/right occlusion provide almost the same recognition
rate, and the recognition rate with occluded eyes is higher
than the result when the mouth is occluded.

Figure 9 shows, by each facial expression, the recogni-
tion performance despite the four types of partial occlusion
employing the proposed method. The effect of partial oc-
clusion differs for different expressions. For example, the

Table 7 Average recognition rate of the best results from each type of
partial occlusion.

Occluded Best Solution Result
Region (%)

Half Left EMN - All - LF - RF 87.00
Half Right EMN - All - LF - RF 83.33

Eyes-Eyebrows M - FM - MN - FMN 87.67
Mouth N - EN - FN - EFN 75.33

Fig. 8 Comparison between approach using whole image and proposed
methods despite partial occlusion.



934
IEICE TRANS. INF. & SYST., VOL.E97–D, NO.4 APRIL 2014

performance of the system for fear degrades when mouth
is occluded while for happiness the system performs fairly
well with any kind of occlusion.

6. Discussion and Conclusion

This paper presented a facial expression recognition algo-
rithm based on face image segmentation into four facial re-
gions. Several combinations of facial regions are possible in
this approach, resulting in different classifiers correspond-
ing to the combination. We also proposed a modal value ap-
proach in order to unify the results obtained from different
classifiers. Based on the experimental results we can con-
clude that the use of facial region segmentation improves the
average recognition rate compared to the approaches using
whole image all together (SBE and LBP). The best result
obtained in this paper was provided by EM-FM-All-SBE
combination in the modal value approach that achieves 92%
of average recognition rate. Also in this paper we can con-
clude that the mouth is the most important part of the face
for developing facial expression recognition.

Another advantage of the proposed method is that even
with only one part of the face it is possible to make the
recognition, achieving almost 80% of average recognition
rate if the mouth region is available. This fact becomes
very important when several regions of the face are invis-
ible in the case of partial occlusion. If the left or right half
of the face is occluded, we can employ mirroring of the non-
occluded part, and improve the recognition result using fa-
cial region segmentation too.

The future work of this study will consider basically
two lines. One is to increase the recognition rate, where
we will focus on applying another way to use the modal
value approach, specifically employing probability values of
each class provided from the SVM process. The other is to
automate the process applied for occluded images, including
automatic detection of occluded regions.
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